Improving taxonomy-based protein fold recognition by using global and local features
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INTRODUCTION

Protein fold recognition from amino acid sequences is one of the fundamental problems in structural bioinformatics, as fold information could facilitate the identification of a protein's tertiary structure and function. In the last two decades, a substantial amount of research effort has been devoted to developing efficient and effective computational methods for protein fold recognition. These computational methods can be broadly classified into two categories, that is, template-based and taxonomy-based. In recent years, the taxonomy-based method has attracted great attention due to its encouraging performance.

The taxonomy-based method for protein fold recognition was first proposed in 1995 by Dubchak et al. It follows a popular belief that there are only a limited number of different protein folds in nature. Consequently, the problem of protein fold recognition can be viewed as a classification problem so that it can be tackled by using the methods in machine learning. Most implementations of the taxonomy-based method, if not all, have adopted the SCOP protein structural classification architecture, with which a query protein is classified into one of the known folds. To implement a classification task, two major procedures are generally required—feature extraction and a machine learning classifier. Below we briefly review the existing taxonomy-based methods from these two aspects.

Feature extraction refers to a procedure by which we extract features from a query amino acid sequence so as to represent the underlying protein as a fixed-length numerical vector. Dubchak et al. first proposed a way to extract features using global description of amino acid sequence. Since then, many new features have been developed to improve the recognition accuracy, such as those based on pseudo-amino acid composition, structural properties of amino acid residues and amino acid residue pairs, autocross-covariance transformation, and hidden Markov model structural alphabet. Besides the features extracted directly from amino acid sequences, some features are constructed through exploiting information such as predicted secondary structure, solvent accessibility, and predicted solvent accessibility.

ABSTRACT

Fold recognition from amino acid sequences plays an important role in identifying protein structures and functions. The taxonomy-based method, which classifies a query protein into one of the known folds, has been shown very promising for protein fold recognition. However, extracting a set of highly discriminative features from amino acid sequences remains a challenging problem. To address this problem, we developed a new taxonomy-based protein fold recognition method called TAXFOLD. It extensively exploits the sequence evolution information from PSI-BLAST profiles and the secondary structure information from PSIPRED profiles. A comprehensive set of 137 features is constructed, which allows for the depiction of both global and local characteristics of PSI-BLAST and PSIPRED profiles. We tested TAXFOLD on four datasets and compared it with several major existing taxonomic methods for fold recognition. Its recognition accuracies range from 79.6 to 90% for 27, 95, and 194 folds, achieving an average 6.9% improvement over the best available taxonomic method. Further test on the Lindahl benchmark dataset shows that TAXFOLD is comparable with the best conventional template-based threading method at the SCOP fold level. These experimental results demonstrate that the proposed set of features is highly beneficial to protein fold recognition.
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These features were reported capable of achieving satisfactory fold recognition accuracies, especially when they are utilized in combination.\textsuperscript{19,20}

A machine learning classifier is basically an algorithmic procedure that assigns each fixed-numerical vector a predefined class label. For protein fold recognition, a number of classifiers have been applied, such as neural networks (NNs),\textsuperscript{7–9} Support Vector Machines (SVMs),\textsuperscript{9,16,13,20} probabilistic multiclass multi-kernel classifier,\textsuperscript{19} and various ensemble classifiers.,\textsuperscript{10–12,18,21}

Note that feature extraction is a key step toward the success of classification. For protein fold recognition, however, it is not yet clear what features are the most discriminative. In this study, we look into this challenging problem and explore various ways to extract features from PSI-BLAST profiles\textsuperscript{22} and also from PSIPRED profiles.\textsuperscript{23} These two profiles are believed to contain rich information about protein sequence evolution and secondary structure, respectively. To depict their global characteristics and local characteristics, we extract 82 features from PSI-BLAST profiles and 55 features from PSIPRED profiles, resulting in a comprehensive set of 137 features. With these features, we have developed a new taxonomy-based fold recognition method called TAXFOLD, which additionally uses an SVM-based classifier. As our experimental tests on four datasets demonstrate, TAXFOLD can achieve an average 6.9\% accuracy improvement over the best available method, indicating that the proposed set of features, has the enhanced power to discriminate between different folds.

\section*{MATERIALS AND METHODS}

\subsection*{Datasets}

We used five datasets in this study to evaluate our proposed method: DD, RDD, EDD, F95, and F194, and Lindahl. The first dataset was originally created by Ding and Dubchak,\textsuperscript{9} and later revised by Shen and Chou.\textsuperscript{10} It comprises 311 protein domain sequences for the training purpose and 383 sequences for testing, each of which is classified into one of 27 folds. It was reported that none of the testing sequences shared more than 35\% sequence identity to any of the training sequences.\textsuperscript{9} However, Chen and Kurgan\textsuperscript{12} later found seven duplicate pairs between the training and testing sequences. Our close inspection further revealed that 11 training sequences and 76 testing sequences were already updated in the latest release of SCOP database (release 1.75, June 2009, http://astral.berkeley.edu/); see details in Supporting Information A. Moreover, there exists a domain (1BUCA1), which is no longer classified into any of the above 27 folds. On the basis of these observations, we updated the dataset accordingly, so that the latest domain sequences are experimented, and the domain 1BUCA1 is excluded from further consideration. The resulting dataset is thus called the revised DD dataset (RDD), to distinguish from its original dataset (called DD).

The other three datasets are constructed with the same procedure as done in Ref. 13, except that the latest release of SCOP (release 1.75, June 2009) is used. The domain sequences that have less than 40\% pairwise identity are first extracted from the Astral SCOP 1.75 release (http://astral.berkeley.edu/) and then those shorter than 31 residues are further removed, resulting in a total of 10,493 domain sequences. Of these sequences, 3397 are classified into one of the above-mentioned 27 folds, so we use them to construct an extended DD dataset (EDD). To cover more folds, we construct another two datasets by selecting the folds that contain at least 26 sequences and at least 11 sequences, respectively. Consequently, one dataset comprises 6364 sequences from 95 folds and the other comprises 8026 sequences from 194 folds. We call them F95 and F194, respectively.

The above four datasets, RDD, EDD, F95, and F194, are available at http://www1.spms.ntu.edu.sg/~chenxin/TAXFOLD/. The last dataset is Lindahl benchmark dataset,\textsuperscript{24} which can be downloaded from http://www.bioinfo.se/protein-id/). This dataset contains 976 proteins in three SCOP levels: family, superfamily, and fold. The pair-wise sequence identity in this dataset is smaller than 40\%. This dataset is used to compare our method with template-based threading methods.

Note that, in this study, we make fold recognition for domain sequences rather than the whole protein sequences. For multiple-domain proteins, we will make fold recognition for each individual domain sequence separately.

\subsection*{Feature extraction methods}

In this study, we extract features from both profiles of PSI-BLAST\textsuperscript{22} and PSIPRED,\textsuperscript{23} where the rich sequence evolution information and secondary structure information are present. The features are carefully developed so that they can depict both global and local characteristics of profiles. Global characteristics refer to the patterns that the whole profile is held by, whereas local characteristics refer to the patterns particular to some profile fragment. Accordingly, the features thus extracted are called global and local features, respectively. We further divide the global features into two categories. If a global feature does not depend on sequence order, we call it a globalA feature (e.g., the first-order entropy of sequences); otherwise, a globalB feature. The whole procedure of feature extraction is depicted in Figures 1–3.

\subsection*{PSI-BLAST profile-based features}

The PSI-BLAST profile is represented as a so-called position-specific score matrix (PSSM), which is obtained through aligning a query amino acid sequence to the NCBI’s nonredundant (NR) database by using PSI-
BLAST\(^22\) with three iterations and a cutoff \(E\)-value of 0.001. The PSSM is a log-odds matrix of size \(L \times 20\), where \(L\) is the length of the query sequence and 20 is due to the 20 amino acids. Its elements are the log-odds ratios between the observed base frequencies and the background base frequencies, followed by scaling by 10 and rounding down to the nearest integer. Therefore, the positive (respectively, negative) element values mean that the corresponding amino acids appear more (resp., less) often than expected from the background.

It should be noted that PSSMs have been considered in many taxonomy-based fold recognition methods. For example, Chen and Kurgan\(^12\) extracted from PSSM a 20-D profile-based composition vector (PCV) in a way by which the negative elements of PSSM are first replaced by zero, and then each column is averaged. Although replacing negative elements by zero can ensure that the negative elements of PSSM are first replaced by zero, and then each column is averaged. Although replacing negative elements by zero can ensure that the elements of PCV are all non-negative, it would definitely lose valuable evolutionary information that might be beneficial to fold recognition. To avoid this disadvantage, we propose an alternative way to extract features from PSSMs, as detailed below.

Our feature extraction method starts by transforming each element \(s_{ij}\) of the PSSM into \(s'_{ij}\) using

\[
s'_{ij} = 2^{0.1X_{ij}},
\]

Note that this transformation is the inverse of the algorithmic operation that PSI-BLAST used to compute the PSSM log-odds ratios.\(^22\) The resulting value \(s'_{ij}\) thus represents a ratio between the observed base frequency and the corresponding background-based frequency and is guaranteed to be non-negative even when \(s_{ij}\) is negative. We further apply the normalization to the values \(s'_{ij}\) such that each row would sum to one. Let \(f_{ij}\) denote the normalized value of \(s'_{ij}\). All the values \(f_{ij}\) form a matrix, which we called the frequency matrix (FM).

To extract global features (i.e., sequence order-free features), a so-called consensus sequence (CS)\(^25\) is first constructed from the FM as follows:

\[
\mu(i) = \arg \max \{f_{ij} : 1 \leq j \leq 20\}, \quad 1 \leq i \leq L
\]

where “arg” stands for the argument of the maximum. The \(i\)th base CS \((\mu(i))\) of the consensus sequence is then set to be the \(\mu(i)\)-th amino acid in the amino acid alphabet. It can be seen that a consensus sequence retains the most valuable evolutionary information from the PSSM. Then, we compute

\[
\text{AACC}S(j) = \frac{n(j)}{L}, \quad 1 \leq j \leq 20
\]

where \(n(j)\) is the number of the amino acid \(j\) occurring in the CS. It will give 20 features corresponding to the amino acid composition of the CS. Moreover, we also include the entropy into our feature set, that is,

\[
\text{ECS} = - \sum_{j=1}^{20} \text{AACCS}(j) \ln \text{AACCS}(j)
\]

where the base of the logarithm is Euler’s number \(e\).

Note that the above features can be computed with the original protein sequences as well. Our experimental results in Analysis of Future Contribution Section show that the features extracted from CSs are more fold-specific discriminative than those from the original protein sequences. Another entropy-based feature is directly computed from FM to reflect the global characteristic of the PSSM.

\[
\text{EFM} = - \frac{1}{L} \sum_{i=1}^{L} \sum_{j=1}^{20} f_{ij} \ln f_{ij}
\]

To extract local features, we first divide FM into \(\lambda\) nonoverlapping fragments of equal length (see Fig. 1).\(^1\) Then, for each fragment \(s\), by applying a similar procedure in Ref. 18, the following 20 features are computed:

\[
\text{AOF}_s(j) = \frac{1}{\text{len}_s} \sum_{i=1}^{\text{len}_s} f_{ij}, \quad 1 \leq s \leq \lambda, \quad 1 \leq j \leq 20
\]

where the summation is done over the fragment \(s\) and \(\text{len}_s\) is the length of the fragment \(s\). \(\text{AOF}_s(j)\) represents the average occurrence frequency of the amino acid \(j\) in the fragment \(s\) during the evolution process. The features \(\text{AOF}_s(j)\) and \(\text{AOF}_s(j)\) in the first and last fragments may reflect the sequence characteristics at the N-terminus and C-terminus, respectively. How to determine the optimal value of \(\lambda\) will be discussed in Optimal values of \(\lambda\) and \(\text{len}_{\text{max}}\) Section.

In summary, for each query domain sequence, a total of \((22 + 20 \times \lambda)\) features are extracted from its PSI-BLAST profile, among which 22 are global features and \(20 \times \lambda\) are local features.

**PSIPRED profile-based features**

The PSIPRED profile of a query protein contains the secondary structure information predicted with PSIPRED.\(^23\) It comprises a state sequence and three probability sequences. The state sequence is a sequence of three possible symbols H, E, and C, representing states of helix, strand, and coil, respectively. The three probability sequences, each for one state, are the sequences of probability values with which the states occur along the query amino acid sequence. For example, see Supporting
Information B. We make use of all these sequences to extract features.

First, we extract several global features from a state sequence by using a method that we have presented in a previous work on protein structural classes. This method is indeed rooted in the work of Refs. 27 and 28. For readers’ convenience, we briefly introduce these features below.

The first two features describe the helix and strand contents of the state sequence:

\[
p(H) = \frac{n(H)}{L}, \quad p(E) = \frac{n(E)}{L}
\]

where \(n(H)\) and \(n(E)\) are the numbers of the helix and strand states, respectively. In addition, the entropy of the state sequence and the length \(L\) of the query domain sequence are also included into our feature set because our experiments show that they can improve prediction accuracies. Note that these are four globalA features.

To extract globalB features, we first reduce a state sequence into a segment sequence that is composed of helix segments and strand segments (denoted by \(a\) and \(b\), respectively). Here, a helix segment refers to a continuous segment of all H symbols in the state sequence, and a similar definition is also applied to a strand or coil segment. As at least three and two residues are generally required to form an \(\alpha\) helix structure and an \(\beta\) strand structure, respectively, we will ignore those helix and strand segments that do not meet this size requirement. Moreover, to focus on spatial arrangement of \(\alpha\) helix and \(\beta\) strand segments, all the coil segments are further ignored.

Let \(p_t\) denote the probability of transitions between \(\alpha\) and \(\beta\) segments in a segment sequence, which is essentially the relative frequency of the substring \(\alpha\beta\) or \(\beta\alpha\) occurring in the segment sequence. Let \(p_\alpha\) (respectively, \(p_\beta\)) denote the probability of segments of two consecutive \(\alpha\) (respectively, \(\beta\)). It hence follows that \(p_t + p_\alpha + p_\beta = 1\); therefore, any probability can be deduced from the other two. So, we choose to include \(p_t\) and \(p_\alpha\) into our feature set, together with the probability \(p(\beta)\) of strand segments occurring in the segment sequence. Note that these are three globalA features.

In addition, we define 18 globalB features as follows. For each state sequence, two time series are generated based on chaos game representation (CGR). These two time series are then analyzed by a nonlinear technique called recurrence quantification analysis (RQA), from which a total of 18 features are obtained. The procedure of extracting features from a state sequence based on CGR and RQA is illustrated in Figure 2. For the details about CGR and RQA and the features, please refer to Supporting Information B and/or the Refs. 26 and 29.

Note that CGR and RQA are used to analyze the secondary structure here and it can be applied to amino acid sequences as well. However, it was shown that better results could be obtained when the predicted secondary structure was used.

Now, we show how to extract features from the probability sequences. Denote the three probability sequences by \(p_t = (p_{t1}, p_{t2}, \ldots, p_{tL}), p_\alpha = (p_{\alpha1}, p_{\alpha2}, \ldots, p_{\alpha2}), \) and \(p_\beta = (p_{\beta1}, p_{\beta2}, \ldots, p_{\betaL}), \) respectively. Three globalA features are computed as follows:

\[
\overline{p_t} = \frac{1}{L} \sum_{i=1}^{L} p_{ti}, \quad \overline{p_\alpha} = \frac{1}{L} \sum_{i=1}^{L} p_{\alpha i}, \quad \overline{p_\beta} = \frac{1}{L} \sum_{i=1}^{L} p_{\beta i}.
\]

To depict the sequence order information present in the probability sequences, we apply autocovariance (AC)
transformation on the probability sequences. AC is the covariance of the sequence against a time-shifted version of itself. That is, for the sequence $t = (t_1, t_2, \cdots, t_L)$ of length $L$, the AC transformation will return

$$AC_{l,t} = \frac{1}{L-l} \sum_{i=1}^{L-l} (t_i - \bar{t})(t_{i+l} - \bar{t}), \quad l = 1, 2, \cdots, l_{\text{max}}$$

where $\bar{t}$ is the average over all $t_i$, $l$ is the lag (distance) between two positions along the sequence, and $l_{\text{max}}$ is the maximum of $l$. All these $AC_{l,t}$ will be used as features. For the three-probability sequences, we thus obtain $3 \times l_{\text{max}}$ globalB features. The selection of the optimal value of $l_{\text{max}}$ will be discussed in Optimal values of $k$ and $l_{\text{max}}$ Section.

Note that AC transformation was previously applied to PSSM for fold recognition, resulting a huge number of features, which makes it difficult to train SVM-based classifiers. We have tried to incorporate these features into our feature set, but the results were not improved, and thus, we do not use these features in this study.

In summary, a total of $(28 + 3 \times l_{\text{max}})$ features have been extracted from a PSIPRED profile. Among these, 4 globalA features and 21 globalB features are extracted from the state sequence, while 3 globalA features and $3 \times l_{\text{max}}$ globalB features are from the probability sequences. Combining these features with those extracted from PSI-BLAST, we obtain $(50 + 20 \times \lambda + 3 \times l_{\text{max}})$ features in total, which will be fed into a SVM-based classifier to perform protein fold recognition.

Support vector machines

SVMs are one of the state-of-the-art machine learning algorithms for binary classification introduced by Vapnik. SVMs have been extensively applied in various fields and theoretical descriptions about SVMs abound in the literature. Protein fold recognition is a multiclass classification problem, which can be converted into binary classification problems by using either one-against-one or one-against-all strategy. For the implementation of SVMs, we use the LIBSVM package with the one-against-one classification strategy.

There are four basic kernel functions commonly used by SVMs; that is, linear, polynomial, radial basis function (RBF), and sigmoid. Here, we choose the RBF kernel, because it produces higher prediction accuracy than other kernel functions (see e.g., Refs. 12, 13, 27). It is formally defined as

$$K(x_i, x_j) = e^{-\gamma ||x_i - x_j||^2}$$

where $\gamma$ is a kernel parameter, $x_i$ and $x_j$ are the feature vectors of proteins $i$ and $j$, respectively. The values of $\gamma$ and the cost parameter $C$ (used to control the trade-off between allowing training errors and forcing rigid margins) are optimized based on grid search (see Supporting Information C for details).

The proposed method

Figure 3 illustrates the overall architecture of our proposed method called TAXFOLD. The query amino acid sequence submitted to TAXFOLD is first input into PSI-BLAST and PSIPRED to obtain the sequence evolution information and predicted secondary structure. Then, a comprehensive set of features are extracted from the output profiles of PSI-BLAST and PSIPRED, as described above. These features are finally fed into an SVM-based classifier for fold recognition. Compared with the existing taxonomy-based methods such as PFRES, TAXFOLD
differs mainly by a novel set of features, which are so carefully designed that they are capable of capturing both global and local characteristics of PSI-BLAST and PSIPRED profiles. For the experiments in this study, we train SVM-based classifiers in TAXFOLD for three different numbers (27, 95, and 194) of folds.

For public use, we have developed a web server for TAXFOLD at http://www1.spms.ntu.edu.sg/~chenxin/TAXFOLD/. The top five predictions and their corresponding probability estimates are provided for users to determine the reliability of predictions.

Performance evaluation

Two metrics, precision and recall, are used to evaluate the performance of TAXFOLD on each individual fold. They are defined, respectively, as

$$p(i) = \frac{TP(i)}{TP(i) + FP(i)}, \quad i = 1, 2, \cdots, \mu$$  \hspace{1cm} (11)

and

$$r(i) = \frac{TP(i)}{TP(i) + FN(i)}, \quad i = 1, 2, \cdots, \mu$$  \hspace{1cm} (12)

where TP(i), FP(i), and FN(i) represent the numbers of true positives, false positives, and false negatives, respectively, and \( \mu \) the total number of folds under consideration.

Note that the above metrics might overestimate the performance of a classifier in some cases. Therefore, a more robust metric called F-measure is often used, which is basically a harmonic mean of precision and recall as defined below.

$$Fm(i) = \frac{2 \times p(i) \times r(i)}{p(i) + r(i)}, \quad i = 1, 2, \cdots, \mu$$  \hspace{1cm} (13)

The overall accuracy \( Q \) of a classifier is defined as the ratio of correctly predicted instances against all the tested instances. It can be calculated as

$$Q = \frac{\sum_{i=1}^{\mu} TP(i)}{\sum_{i=1}^{\mu} [TP(i) + FN(i)]}.$$  \hspace{1cm} (14)

It will be used to evaluate the overall performance of TAXFOLD.

RESULTS AND DISCUSSIONS

Optimal values of \( \lambda \) and \( l_{\text{max}} \)

As mentioned earlier, the values of \( \lambda \) and \( l_{\text{max}} \) remain to be determined. In this study, we choose their values by aiming to achieve the overall prediction accuracy as

![Figure 3](https://example.com/figure3.png)

The overall architecture of TAXFOLD. The proposed set of features are enclosed inside a red box. The detailed procedures of 1 and 2 in the figure are already illustrated in Figures 1 and 2, respectively.
Overall Accuracies (%) on Four Datasets Obtained with Different Combinations of Feature Subsets

<table>
<thead>
<tr>
<th>Datasets</th>
<th>S1(29)</th>
<th>S2(48)</th>
<th>S3(60)</th>
<th>PSI-PRED(54–55)</th>
<th>PSI-BLAST(82–83)</th>
<th>S1 + S2(77)</th>
<th>S1 + S3(89)</th>
<th>S2 + S3(108)</th>
<th>S1 + S2 + S3(137)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RDD</td>
<td>72.8</td>
<td>66.8</td>
<td>72.3</td>
<td>70.4/71.2</td>
<td>70.9/74.9</td>
<td>79.1</td>
<td>78.3</td>
<td>78.8</td>
<td>83.2</td>
</tr>
<tr>
<td>EDD</td>
<td>76</td>
<td>77.5</td>
<td>80</td>
<td>78.3/78.8</td>
<td>81.7/82.5</td>
<td>88.5</td>
<td>86.3</td>
<td>89.9</td>
<td>90</td>
</tr>
<tr>
<td>F95</td>
<td>62.2</td>
<td>61.2</td>
<td>72.3</td>
<td>62.2/63.1</td>
<td>74.1/75.5</td>
<td>75.3</td>
<td>78.3</td>
<td>81.5</td>
<td>82.4</td>
</tr>
<tr>
<td>F194</td>
<td>58.6</td>
<td>57</td>
<td>70.5</td>
<td>57.7/58.8</td>
<td>72.2/73</td>
<td>71.3</td>
<td>76.2</td>
<td>78.8</td>
<td>79.6</td>
</tr>
</tbody>
</table>

For the dataset RDD, the overall accuracies are obtained from the independent testing sequences. For the other datasets, the overall accuracies are obtained instead by applying 10-fold cross-validation. Enclosed in the parentheses are the number of features of the corresponding feature subset. The accuracies from feature subsets PSIPRED and PSI-BLAST are obtained with/without the feature of protein length.

Analysis of feature contribution

To investigate the contributions of features to the overall prediction accuracy, we divide the 137 features into three subsets: S1 (contains 29 globalA features), S2 (contains 48 globalB features), and S3 (contains the remaining 60 local features). In addition, to assess the contributions of predicted secondary structure and evolutionary information, we separate features generated from the PSIPRED profile and PSI-BLAST profile and denote them as PSIPRED and PSI-BLAST, respectively. The feature of protein length can be incorporated into both subsets.

Table I lists the overall prediction accuracies obtained with all the possible combinations of feature subsets S1, S2, and S3. It can be seen that when the feature subsets are used individually, the resulting overall prediction accuracies range from 57.7 to 82.5% for the four tested datasets. The feature subsets S1 and S2 perform comparatively well for all datasets, whereas the feature subset S3 performs the best for three datasets (EDD, F95, and F194). As more features are used, the overall accuracy values increase steadily. For instance, the combination of the feature subsets S2 and S3 achieves the accuracies of 78.8, 88.9, 81.5, and 78.8% for the four tested datasets, making at least 6.5% improvement over those obtained with any individual feature subset S2 or S3. If all these feature subsets are used together, the accuracy values increase to the maximum possible for all datasets (83.2, 90, 82.4, and 79.6%, respectively). Therefore, these three feature subsets could make complementary contributions to each other for improving protein fold recognition.

From Table I, we can see that the PSI-BLAST features seem to make higher contributions than the PSIPRED features for all tested datasets. This is especially obvious for the F95 and F194 datasets, where the PSI-BLAST features achieve more than 10% improvement compared with the PSIPRED features. However, just using the PSI-BLAST features cannot obtain the best prediction accuracy. As can be seen from Table I, when the PSIPRED features are combined with the PSI-BLAST features, the accuracies are improved by 8.3, 6.5, 6.9, and 6.6% for the four tested datasets, respectively. This suggests that the PSI-BLAST features and PSIPRED make complementary contributions to each other, and it is important to use both kinds of features for enhanced protein fold recognition. In addition, it is interesting to see that the feature of protein length improves the accuracy by about 1%, suggesting the necessity of using this feature.

To demonstrate the advantage of features extracted from the consensus sequences rather than directly from the corresponding amino acid sequences (please refer to PSI-BLAST profile-based features Subsection), we compared their respective prediction accuracies. When the 21 globalA features are extracted from the original amino acid sequences (see Eqs. 3 and 4), the overall accuracies are only 51.3, 42.9, 27.5, and 22% for the four tested datasets. When these features are instead extracted from the consensus sequences, the prediction accuracies increase to 63.1, 62.7, 47.8, and 43.7%, respectively, making an average 18.4% improvement. These indicate that the consensus sequences contain much more evolution information than the amino acid sequences, thereby leading to more accurate protein fold recognition.

Accuracies for four tested datasets

TAXFOLD is evaluated on four datasets, RDD, EDD, F95, and F194, and the resulting overall accuracies are listed in the last column of Table I. The precision, recall, and F-measures of individual folds and the correspond-
ing values of the parameters $C$ and $\gamma$ in SVMs are pre-
sented in Supporting Information C.

We can see that the overall accuracies for the first three
datasets are all above 80% (i.e., 83.2, 90 and 82.4%,
respectively). It is commonly believed that, the larger
number of training sequences, the more reliable a classi-
 fier to be trained. Although both RDD and EDD are
made of sequences from the same 27 folds, the latter
contains more sequences than the former. Therefore, it is
not surprising to see that the overall accuracy for EDD is
higher than that for the dataset RDD. Moreover, as
revealed in Ref. 13, the prediction becomes very challeng-
ing as more folds are considered. This can also be
observed from Table 1, where the accuracy value
decreases from 90 to 82.4% and further to 79.6% when
the number of folds increase from 27 to 95 and 194,
respectively.

We also performed histogram analysis on the $F$-measure
values over all the folds. We count the number of folds
that have $F$-measure values in one of the following five
intervals: $[0, 0.6)$, $[0.6, 0.7)$, $[0.7, 0.8)$, $[0.8, 0.9)$, $[0.9, 1]$.
The resulting histograms are shown in Figure 4. Note that
among the 27 folds used for the dataset RDD, 22 obtained
the $F$-measures over 70%. When more sequences of these
27 folds are experimented in the dataset EDD, the $F$-
measures become over 70% for all the folds. Indeed, all the
folds achieve a $F$-measure value over 80%, except for the
fold OB-fold. These $F$-measure results further indicate
that TAXFOLD can achieve superior performance for this
27-class fold recognition problem.
TAXFOLD can still achieve satisfactory prediction for 95 and 194 folders, although the F-measures get relatively lower values. For the five folders in the dataset F95, their F-measures are all below 60%. For the dataset F194, there are 21 folders with F-measures less than 60%. Among these 21 folds, 11 have no more than 20 sequences. This might partially explain their low F-measures because it is generally very hard to train a reliable classifier on a small number of instances. It is thus anticipated that the performance of TAXFOLD on a large number of folds would be improved as more amino acid sequences are accumulated.

Comparisons with existing taxonomy-based methods

To demonstrate the effectiveness of the proposed method, we compare TAXFOLD with several major existing taxonomy-based methods on four datasets.

The original DD dataset has been widely used to evaluate various methods. For a fair comparison, we tested TAXFOLD on both the original DD dataset and its revised version RDD. Both the accuracies that were reported in the literature and those obtained from our experiments are listed in Table II. It should be noticed that the reported accuracies of ACCFold_AC,13 ACCFold_ACC,13 and Shamim16 were measured by applying two-fold cross-validation on the training sequences of the original DD dataset, while the reported accuracies of the other methods were obtained with the independent testing sequences. So, we ran ACCFold_ACC on the testing sequences of the original DD dataset,13 and obtained its prediction accuracy (66.6%), which turns out to be slightly lower than the accuracy (70.1%) measured via two-fold cross-validation. Besides, we ran four major existing methods, PFRES,12 ACCFold_AC,13 ACCFold_ACC,13 and Shamim16 on the revised DD dataset RDD and collected their overall prediction accuracies in Table II. Their corresponding precision, recall, and F-measures can be found in Supporting Information C. It is evident from Table 2 that, when tested on the original DD dataset, TAXFOLD achieves an accuracy of 71.5%, which is at least 1% higher than that of any other method. When tested on the revised DD dataset RDD, all the tested methods had their accuracies increased. However, TAXFOLD still achieves the highest overall accuracy of 83.2%, which is 3.1–17% higher than those of the other tested methods.

We further tested the above methods on the datasets EDD, F95, and F194. However, we found that the running of ACCFold_ACC and PFRES on these large-sized datasets with 10-fold cross-validation seems no way to complete in a reasonable amount of time (executed on a workstation with eight CPUs of 2.8 GHz each and 24-GB RAM). Therefore, to make the comparisons possible, we adopt two-fold cross-validation rather than 10-fold cross-validation for them. Even with two-fold cross-validation, it is still too challenging to complete the test of PFRES on the largest dataset F194. Note that PFRES relies on an ensemble classifier, which consists of six individual classifiers, (SVMs, multiple logistic regression, instance learning-based Kstar, IB1 algorithms, Navı ¨e Bayes, and random forest), and it was reported that this ensemble classifier made only a slight accuracy improvement over the individual classifier random forest (68.4 vs. 66.8%) when tested on the original DD dataset.12 On the basis of these observations, to run PFRES on the dataset F194, we activate the classifier random forest only. Although the resulting accuracy might be biased against PFRES, we include it for the sake of a complete comparison. On the other hand, for the method Shamim, the feature set Feature4 as described in Ref. 16 can yield the best prediction on the original DD dataset. So, this feature set is applied to the other three datasets as well. Table III lists the overall accuracies obtained with these methods. The corresponding precision, recall, and F-measures are presented in Supporting Information C.

In general, 10-fold cross-validation shall yield a higher accuracy value than two-fold cross-validation because

<table>
<thead>
<tr>
<th>Table II: Comparisons of prediction accuracies (%) obtained from the original DD dataset and its revised dataset RDD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methods</td>
</tr>
<tr>
<td>D-D</td>
</tr>
<tr>
<td>PFP-Pred</td>
</tr>
<tr>
<td>GAOEC</td>
</tr>
<tr>
<td>Multi-kernel</td>
</tr>
<tr>
<td>PFP-FastSeqE</td>
</tr>
<tr>
<td>SWPSSM</td>
</tr>
<tr>
<td>Shamim</td>
</tr>
<tr>
<td>ACCFold_AC</td>
</tr>
<tr>
<td>ACCFold_ACC</td>
</tr>
<tr>
<td>PFRES</td>
</tr>
<tr>
<td>TAXFOLD</td>
</tr>
</tbody>
</table>

Note that the prediction accuracies for the original DD dataset are taken directly from their corresponding references, except for the methods ACCFold_AC and ACCFold_ACC.

^aOverall accuracies for the original DD dataset.

^bOverall accuracies for the revised dataset RDD.

^cCited from Ref. 15.

^dThe accuracy obtained with the feature set Feature4.

^eThe accuracy obtained with the parameter LG being 8.

^fThe accuracy obtained with the parameter LG being 10.

<table>
<thead>
<tr>
<th>Table III: Comparisons of Overall Accuracies (%) on Three Large-Sized Datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Datasets</td>
</tr>
<tr>
<td>EDD</td>
</tr>
<tr>
<td>F95</td>
</tr>
<tr>
<td>F194</td>
</tr>
</tbody>
</table>

These accuracies are obtained via two-fold cross validation.

^*The accuracy obtained with the classifier random forest alone.

The PSSMs were acquired from the authors.
more sequences are used to train a classifier in the former case. It is true for our method TAXFOLD as we can see from Tables I and III, and so is for the methods Shamim, ACCFold_AC, ACCFold_ACC, as the accuracy values obtained with two-fold cross-validation are lower than those reported in the literature, which were instead obtained with five-fold cross-validation.

It is evident from Table III that TAXFOLD outperforms any other method for all the tested datasets. Shamim performs the worst among these methods, which we believe is due to the fact that it does not exploit PSI-BLAST profiles. Therefore, we conclude that the sequence evolution information is a key factor for successful protein fold recognition. PFRES performs better than ACCFold_ACC for the dataset EDD but worse for two datasets F95 and F194. It might be explained in part by the fact that PFRES was developed (trained) particularly for the recognition of 27 folds. Compared with other methods, TAXFOLD achieves 5.8–25.9%, 4.7–34.9%, and 3.8–37.2% improvements for the datasets EDD, F95, and F194, respectively. We believe that the superior performance of TAXFOLD shall be attributed to a comprehensive set of features developed, which is capable of capturing both global and local characteristics of PSI-BLAST and PSIPRED profiles of a query protein domain.

Further comparisons are made on $F$-measures of the individual folds. We count the number of folds for which TAXFOLD has a lower (respectively, equal or higher) $F$-measure value than any other methods. It implies that for the folds to be counted, TAXFOLD performs worse (respectively, comparatively or better) than the method under comparison. The detailed tally is shown in Table IV, where we can see that TAXFOLD performs better for a majority of folds in all cases.

Moreover, statistical test is applied to the $F$-measure values of TAXFOLD and other methods to assess their statistical significance as follows. Shapiro-Wilk test is first used to determine if the samples are normally distributed (at 0.05 significance level). If they follow normal distribution, a two-sample t-test is applied to see if the difference in the $F$-measure values is statistically significant. The results are shown in Table V.

Table IV

<table>
<thead>
<tr>
<th>Methods</th>
<th>RDD</th>
<th>EDD</th>
<th>F95</th>
<th>F194</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shamim</td>
<td>0</td>
<td>1</td>
<td>26</td>
<td>3.75e-9</td>
</tr>
<tr>
<td>ACCFold_AC</td>
<td>2</td>
<td>3</td>
<td>22</td>
<td>4.36e-5</td>
</tr>
<tr>
<td>ACCFold_ACC</td>
<td>5</td>
<td>4</td>
<td>18</td>
<td>0.003</td>
</tr>
<tr>
<td>PFRES</td>
<td>6</td>
<td>6</td>
<td>15</td>
<td>0.013</td>
</tr>
</tbody>
</table>

RDD represents revised DD dataset. The columns marked by W, E, and B mean respectively the number of folds that TAXFOLD has worse, equal, and better performance compared with the corresponding method. The $p$-values are used to measure the statistical significance.

Table V

<table>
<thead>
<tr>
<th>Family</th>
<th>Superfamily</th>
<th>Fold</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Subset0</td>
<td>Subset1</td>
</tr>
<tr>
<td>No. of sequences</td>
<td>555</td>
<td>97</td>
</tr>
<tr>
<td>No. of categories</td>
<td>176</td>
<td>13</td>
</tr>
<tr>
<td>TAXFOLD</td>
<td>68.6</td>
<td>90.7</td>
</tr>
<tr>
<td>ACCFold_ACC</td>
<td>53.9</td>
<td>79.6</td>
</tr>
<tr>
<td>PFRES</td>
<td>51.3</td>
<td>78.5</td>
</tr>
<tr>
<td>RAPTOR</td>
<td>86.6</td>
<td>96.3</td>
</tr>
<tr>
<td>Fugue</td>
<td>82.2</td>
<td>41.9</td>
</tr>
<tr>
<td>HHPred</td>
<td>82.9</td>
<td>58.8</td>
</tr>
<tr>
<td>SPARKS</td>
<td>81.6</td>
<td>52.5</td>
</tr>
<tr>
<td>SPS</td>
<td>82.4</td>
<td>59.9</td>
</tr>
<tr>
<td>FOLDPro</td>
<td>85</td>
<td>55.5</td>
</tr>
<tr>
<td>DescFold_I</td>
<td>80.7</td>
<td>57.8</td>
</tr>
<tr>
<td>DescFold_II</td>
<td>81.1</td>
<td>60.6</td>
</tr>
<tr>
<td>BoostThreader</td>
<td>86.5</td>
<td>66.1</td>
</tr>
</tbody>
</table>

Note that the only the top 1 accuracies (%) are reported for all methods.

aSlightly different from those in Ref. 13 because of random partition of the dataset into two subsets for cross-validation. In our partition, we tried to make the number of samples in each subset of the same category as even as possible.

bThe results were cited from Ref. 13.

cThe results were cited from Ref. 6.

dThe results were cited from Ref. 33.
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Comparisons with template-based methods

TAXFOLD is further compared with the conventional template-based threading methods: RAPTOR, HHPred, SP5, DescFold, and BoostThreader. To this end, the Lindahl benchmark dataset24 is used, and two-fold cross-validation is adopted to assess the accuracy. As done in Ref. 13, before performing predictions, the dataset is preprocessed so that the number of proteins in each category is larger than or equal to a threshold \( N_{\text{min}} \). For details about this preprocessing, please refer to Ref. 13.

The accuracies of TAXFOLD, ACCFold_AC, ACCFold_ACC, and eight template-based methods are listed in Table V. First, we can see that TAXFOLD performs consistently better than ACCFold_AC and ACCFold_ACC at each SCOP level. Second, for the family and superfamily levels, when the number of samples in each category is very small, the taxonomic methods including TAXFOLD perform worse than the template-based threading methods. This is not surprising because a few samples in general do not allow us to train an accurate classifier. When the number of samples increases, the performance of taxonomic methods is improved, which can be seen from the accuracy increase from Subset0 to Subset1 and Subset2. Nevertheless, at the fold level, TAXFOLD achieved an accuracy comparable with the best template-based threading method (BoostThreader; for Subset0), still showing that TAXFOLD is very promising for protein fold recognition.

CONCLUSIONS

In this study, we have developed a new taxonomy-based method called TAXFOLD for protein fold recognition. It extensively exploits the sequence evolution information from PSI-BLAST profiles22 and the secondary structure information from PSIPRED profiles.23 A comprehensive set of 137 features is thus constructed, which has been demonstrated capable of depicting both global and local characteristics of profiles. We notice that some computational methods already proposed to exploit PSI-BLAST and PSIPRED profiles for feature extraction (e.g., Ref. 12). However, we carried out this task in quite a few different ways, as briefly summarized below.

1. We deal with the negative elements of PSSMs by applying an inverse algorithmic operation rather than simply replacing all of them by zero. The later would lose sequence evolution information to some extent.
2. We extract features from the consensus sequences constructed from PSSMs rather than from their respective amino acid sequences. The former retains richer sequence evolution information.
3. We divide PSI-BLAST profiles into several nonoverlapping fragments, which allows for the depiction of local characteristics (e.g., at N-terminus and C-terminus).
4. We reduce the state sequences of PSIPRED profiles into the so-called segment sequences, which allows us to characterize the spatial arrangements of \( \alpha \) helices and \( \beta \) strands.
5. We apply AC transformation to the probability sequences of PSIPRED profiles for feature extraction. To our best knowledge, this is the first attempt to extract features from the probability sequences.

Four datasets (RDD, EDD, F95, and F194) are used to test and compare the proposed method TAXFOLD with the major existing methods. The first two datasets contains protein domain sequences from 27 folds, and the third and fourth contains sequences from 95 and 194 folds, respectively, representing different levels of challenges that we might face for the task of fold recognition. Our experiments show that, among all the tested methods, TAXFOLD achieves the highest overall accuracies of 83.2, 90, 82.4 and 79.6\% respectively for the four tested datasets, making an average accuracy improvement of 6.9\% over the best available method. We further tested TAXFOLD with a dataset containing a large number of folds (710 folds, see Supporting Information C). The resulting overall accuracy is relatively low (68.1\%), because for as many as 185 fold types there are less than 10 sequences. Comparisons on the Lindahl benchmark dataset shows that TAXFOLD performs comparably with the best conventional template-based threading methods at the SCOP fold level. These together clearly indicate that the proposed set of features is highly beneficial to protein fold recognition. Therefore, we believe that TAXFOLD is a promising and practical tool for protein fold recognition. For public use, a web server for TAXFOLD is freely accessible at http://www1.spms.ntu.edu.sg/~chenxin/TAXFOLD/.
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